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Summary. Text Mining is the automatic discovery of new, previously unknown information,
by automatic analysis of various textual resources. Text mining starts by extracting facts and
events from textual sources and then enables forming new hypotheses that are further explored
by traditional Data Mining and data analysis methods. In this chapter we will define text min-
ing and describe the three main approaches for performing information extraction. In addition,
we will describe how we can visually display and analyze the outcome of the information ex-
traction process.
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42.1 Introduction

The information age has made it easy for us to store large amounts of texts. The pro-
liferation of documents available on the Web, on corporate intranets, on news wires,
and elsewhere is overwhelming. However, while the amount of information avail-
able to us is constantly increasing, our ability to absorb and process this information
remains constant. Search engines only exacerbate the problem by making more and
more documents available in a matter of a few key strokes; So-called “push” tech-
nology makes the problem even worse by constantly reminding us that we are failing
to track news, events, and trends everywhere. We experience information overload,
and miss important patterns and relationships even as they unfold before us. As the
old adage goes, “we can’t see the forest for the trees.”

Text-mining (TM), also known as Knowledge discovery from text (KDT), refers
to the process of extracting interesting patterns from very large text database for the
purposes of discovering knowledge. Text-mining applies the same analytical func-
tions of data-mining but also applies analytic functions from natural language (NL)
and information retrieval (IR) techniques (Dorre et al., 1999).

The text-mining tools are used for:
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e Extracting relevant information from a document — extract the features (entities)
from a document by using NL, IR and association metrics algorithms (Feldman
et al., 1998) or pattern matching (Averbuch et al., 2004).

e Finding trend or relations between people/places/organizations etc. by aggregat-
ing and comparing information extracted from the documents.
Classifying and organizing documents according to their content (Tkach, 1998)
Retrieving documents based on the various sorts of information about the docu-
ment content.

e Clustering documents according to their content (Wai-chiu and Fu 2000).

A Text Mining system is composed of 3 major components (See Figure 42.1):

Information Feeders enable the connection between various textual collections and
the tagging modules. This component connects to any web site, streamed source
(such a news feed), internal document collections and any other types of textual
collections.

Intelligent Tagging A component responsible for reading the text and distilling (tag-
ging) the relevant information. This component can perform any type of tagging
on the documents such as statistical tagging (categorization and term extrac-
tion), semantic tagging (information extraction) and structural tagging (extrac-
tion from the visual layout of documents).

Business Intelligence Suite A component responsible for consolidating the informa-
tion from disparate sources, allowing for simultaneous analysis of the entire in-
formation landscape.

The TM task can be separated into two major categories according to their task
and according to the algorithms and formal frameworks that they are using.

The first is the Task-oriented preprocessing approaches that envision the process
of creating a structured document representation in terms of tasks and sub-tasks and
usually involve some sort of preparatory goal or problem that needs to be solved.

The second is the preprocessing approaches that rely on techniques that derive
from formal methods for analyzing complex phenomena and can be also applied to
natural language texts. Such approaches include classification schemes, probabilistic
models, rule-based systems approaches and other methodologies.

In this chapter we will first talk about the differences between TM and Text re-
trieval. Second we will describe the two approaches in TM - the task and the formal
frameworks process.



42 Text Mining and Information Extraction 811

External Systems
Integration

Business Intelligence

Corporate  File Workflow Suites
Databases Systems Systems

= 1: 8

Semantic Tagging Intelligent
Statistical Tagging Tagging
Structural Tagging

WEB SITES/ NEWS ‘ INTERNAL OTHER

HTML FEEDS DOCUMENTS “"RAW"” DATA

Fig. 42.1. Architecture of Text-Mining systems

42.2 Text Mining vs. Text Retrieval

It is important to differentiate between Text Mining (TM) and Text Retrieval (or
information retrieval, as it is more widely known).

The goal of information retrieval is to help users find documents that satisfy their
information needs (Baeza-Yates and Ribeiro-Neto, 1999). The standard procedure
is analogous to looking for needles in a needle stack - the problem isn’t so much
that the desired information is not known, but rather that the desired information
coexists with many other valid pieces of information (Hearst, 1999). The outcome of
information retrieval process is documents.

The goal of TM is to discover or derive new information from text, finding pat-
terns across datasets, and/or separating signal from noise. The fact that an infor-
mation retrieval system can return a document that contains the information a user
requested does not imply that a new discovery has been made: the information had
to have already been known to the author of the text; otherwise the author could not
have written it down.

On the other hand, the results of certain types of text processing can yield tools
that indirectly aid in the information access process. Examples include text cluster-
ing to create thematic overviews of text collections (Cutting et al., 1992), automati-
cally categorizing search results (Chen and Dumais, 2000), automatically generating
term associations to aid in query expansion (Xu and Croft., 1996), and using co-
citation analysis to find general topics within a collection or identify central web
pages (Kleinberg, 1999).
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The most important distinction between TM and Information Retrieval is the
output of each process. In the IR process the out is documents, some it’s clustered or
ordered or scored but at the end to get the information we have to read the documents.
In contrast the results of TM process can be features, patterns, connections, profiles
or trends and to find the information we need we don’t necessary have to read the
documents.

42.3 Task-Oriented Approaches vs. Formal Frameworks

Two clear ways of categorizing the totality of preparatory document structuring tech-
niques are according to their task and according to the algorithms and formal frame-
works that they use.

Task-oriented preprocessing approaches envision the process of creating a struc-
tured document representation in terms of tasks and sub-tasks and usually involve
some sort of preparatory goal or problem that needs to be solved. Other preprocessing
approaches rely on techniques that derive from formal methods for analyzing com-
plex phenomena that can be also applied to natural language texts. Such approaches
include classification schemes, probabilistic models, rule-based systems approaches
and other methodologies.

42.4 Task-Oriented Approaches

A document is an abstract which has a variety of possible actual representations. The
task of the document structuring process is to take the most “raw” representation and
convert it to the representation where the meaning of the document is understandable.

In order to cope with this extremely difficult problem, a “divide-and-conquer”
strategy is typically employed. The problem is separated into a set of smaller sub-
tasks, each of which is solved separately. The subtasks can broadly be divided into
three classes (see Figure 42.2) — preparatory processing, general-purpose natural lan-
guage processing (“NLP”) tasks, and problem-dependent tasks.

e Preparatory processing converts the raw representation into a structure suitable
for further linguistic processing. For example, the raw input may be a PDF doc-
ument, a scanned page, or even recorded speech. The task of the preparatory
processing is to convert the raw input into a stream of text, possibly labeling the
internal text zones, such as paragraphs, columns, or tables. It is sometimes also
possible for the preparatory processing to extract some document-level fields,
such as jAuthor, or jTitle;, in case where the visual position of the fields allows
their identification.
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Fig. 42.2. Text Preprocessing Tasks.

NLP process - The general-purpose NLP tasks process text documents using
the general knowledge about natural language. The tasks may include tokeniza-
tion, morphological analysis, part-of-speech tagging, and syntactic parsing, ei-
ther shallow or deep.

Tokenization - The first step in information extraction from text is to identify
the words in sentences in the text. The tokenizer performs this function. In
English text, this process is fairly simple since white spaces and punctuation
marks separate words. In other languages (e.g., Chinese, Japanese), in which
spaces do not separate words, this process is more complex. Also, in some
languages, use of hyphens to compound words (e.g., German, Dutch), this is
a crucial step.

Part-of-speech Tagging - Part-of-speech tagging is the process of identifying
a word’s part of speech in a sentence (e.g., noun, verb, etc.) by its context.
Tagging serves as the basis for the information retrieval system to perform
syntax-sensitive filtering and analysis. Usually, PoS taggers at some stage
of their processing perform morphological analysis of words. Thus, an addi-
tional output of a PoS tagger is a sequence of stems (also known as “lemmas”)
of the input words (Brill, 1992; Kupiec, 1992; Brill, 1995).

Syntactical parsing components perform a full syntactical analysis of sen-
tences, according to a certain grammar theory. The basic division is between
the constituency and dependency grammars (Keller, 1992; Pollard and Sag,
1994; Rambow and Joshi, 1994; Neuhaus and Broker, 1997).

Shallow Parsing (Hammerton et al., 2002) is the task of diving documents
into non overlapping word sequences or phrases such that syntactically re-
lated words are grouped together. Each phrase is then tagged by one of a set
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of predefined tags such as: Noun Phrase, Verb Phrase, Prepositional Phrase,
Adverb Phrase, Subordinated clause, Adjective Phrase, Conjunction Phrase,
and List Marker. Shallow parsing is generally useful as a preprocessing step,
either for bootstrapping, extracting information from corpora for use by more
sophisticated parsers, or for end-user applications such as information extrac-
tion. Shallow parsing allows morphological analysis and the identification
of relationships between the object, subject and/or spatial/temporal location
within a sentence.

42.4.1 Problem Dependant Task - Information Extraction in Text Mining

Information Extraction (Hobbs et al., 1992; Riloff, 1993; Riloff, 1994; Riloff and
Lehnert, 1994; Huffman, 1995; Grishman, 1996; Cardie, 1997; Grishman, 1997;
Leek, 1997; Wilks, 1997; Freitag, 1998), is perhaps the most prominent technique
currently used in text mining pre-processing operations. Without IE (Information
Extraction) techniques, text mining systems would have much more limited knowl-
edge discovery capabilities.

IE technology would allow one to rapidly create extraction systems for new tasks
whose performance was on par with human performance. However, even systems
that do not have anything near perfect recall and precision can be of real value.
In such cases, the results of the IE system would need to be fed into an auditing
environment that would allow auditors to fix the system’s precision (easy) and recall
(much harder) errors. These types of systems would also be of value in cases when
the vast amount of information does not enable the users to read all of it, and hence
even a partially correct IE system would do much better than the option of not the
getting any potentially relevant information at all.

In general, IE systems are useful if the following conditions are met:

e The information to be extracted is specified explicitly and no further inference is
needed.

e A small number templates are sufficient to summarize the relevant parts of the
document.

e The needed information is expressed relatively locally in the text.

As a first step in tagging documents for text mining systems, each document is
processed to find (i.e., extract) entities and relationships that are likely to be mean-
ingful and content-bearing. With respect to relationships, what are referred to here
are facts or events involving certain entities.

By way of example, a possible event may be that a company has entered into
a joint venture to develop a new drug. A fact may be that a gene causes a certain
disease. Facts are static in nature and usually do not change; events are more dy-
namic in nature and generally have a specific time stamp associated with them. The
extracted information provides more concise and precise data for the mining process
than the more naive word-based approaches such as those used for text categoriza-
tion, and tends to represent concepts and relationships that are more meaningful and
relate directly to the examined document’s domain.
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From text we can extract four basic elements:

Entities Entities are the basic building blocks that can be found in text documents.
Examples include people, companies, locations, genes, drugs, etc.

Attributes Attributes are features of the extracted entities. Examples of attributes
might include the title of a person, the age of a person, the type of an organiza-
tion, etc.

Facts Facts are the relations that exist between entities. Examples could include an
employment relationship between a person and a company, Phosphorylation be-
tween two proteins, etc.

Event An event is an activity or occurrence of interest in which entities participate.
Examples could include a terrorist act, a merger between two companies, a birth-
day, etc.

Figure 42.4.1 demonstrates of tagged entities and relations from a document:

Tagging a Document

[ <Company>Dynegy Ine</Company> |

[ <Person>Roger Hamilton</Person> |

BC-dynegy-enron-offer-upates - -

Dynegy May Offer at Lfist $8 Bln to Acquin [ <Company>John Hancock Advisers Inc. </Company> |

Enron (Update5)

By George Stein <PersonPositionCompany>

SOURCEC.2001 Bloomberg News <OFFLEN OFFSET="3576" LENGTH="63" />

<Person>Roger Hamilton</Person>

<Position>money manager</Position>
<Company>John Hancock Advisers Inc.</Company>

</PersonPositionCompany>

**Dynegy has to act fast." said Roger
Hamilton, a money manager with John
Hancock Advisers Inci, which sold jts Brror | <Company>Enron Corp</Company> |
shares in recent weeks. "' If Enron can't get
financing and its bonds go to junk, they lose

counterparties and their marvelous busiffess | <Company>Moody's Investors Service</Company> |
vanishes."
Moody's Investors Service lowered its <CreditRating>
rating on Enron's bonds to **Baa2" and <OFFLEN OFFSET="3814" LENGTH="61" />
3 s - " <Company_Source>Moody's Investors Service</Company_Source>
Standard & Poor’s cut the debt to "BBB." in iy T SR (T ) D
the past two weeks. <Ti Trend> <Rank 1 NG

< Type>bonds</_ Type>
</CreditRating>

Fig. 42.3. Tagged Document.
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42.5 Formal Frameworks And Algorithm-Based Techniques

42.5.1 Text Categorization

There are two main approaches to the categorization problem. The first approach is
the knowledge engineering approach where the user is defining manually a set of
rules encoding expert knowledge how to classify documents under given categories.
The other approach is the machine learning approach where a general inductive pro-
cess automatically builds an automatic text classifier by learning from a set of pre
classified documents.

Knowledge Engineering Approach

An example of knowledge engineering approach is the CONSTRUE system (Hayes
et al., 1988; Hayes et al., 1990; Hayes and Weinstein 1990; Hayes 1992) built by the
Carnegie group for Reuters. A typical rule in the CONSTRUE system:

1 if DNF (disjunction of conjunctive clauses) formula then category else — category

An example of this rule being applied might look like the following:

1 If ((wheat & farm) or (wheat & commodity) or (bushels & export) or (wheat & tonnes) or
(wheat & winter & — soft)) then Wheat else - Wheat

The main drawback of this approach is what might be referred to as the knowl-
edge acquisition bottleneck. The rules must be manually defined by a knowledge en-
gineer interviewing a domain expert. If the set of categories is modified, then these
two professionals must intervene again.

The Machine Learning Approach

The machine learning approach, on the other hand, is based on the existence of a
training set of document that are already pre-tagged using the predefined set of cate-
gories.

There are two main methods for performing ML based categorization. One
method is to perform “Hard” (fully automated) classification where for each pair
of category and document we assign a truth value (either TRUE if the document
belongs to the category or FALSE otherwise). The other approach is to perform a
ranking (semi-automated) based classification. In this approach rather than returning
a truth value the classifier return a Categorization Status Value (CSV), i.e. a number
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between 0 and 1 that represents the evidence for the fact that the document belongs to
the category. Documents are then ranked according to their CSV value. Specific text
categorization algorithms are discussed below. We will use the following definitions:

D ={d,,d>.....d,}, the training document collection

C={ci,c.....,cx}, the set of possible categories to be assigned to the documents
T ={t1,t......tm }, the set of terms appearing in the documents

w;j: The weight of the jth term of the ith document

CSV;(d;) : A number between 0 and 1 that represents the certainty that a category
¢; should be assigned to document d;

DisD;,Dj) : The distance between document D; and D;. This number represents
the similarity between the documents.

Probabilistic Classifiers view CSV;(d;) in ter;ns of P(ci|d}), i.e. the probabil-

ity that a document represented by a vector d;=jwyj, . . . , Wy, of (binary or
weighted) terms belongs to ¢;, and compute this probability by an application of
Bayes’ theorem: R
P(Q“Z) _ P<512)P(dj\fi)
(dj)
In order to compute P(d;) and P(d,|C;) we need to make the assumption that any
two coordinates of the document vector are, when viewed as random variables,
statistically independent of each other; this independence assumption is encoded
by the equation:
— 7|
P(dj|ci) :kH]P(ijlcz‘)-
Example-based Classifiers do not build an explicit, declarative representation of
the category c;, but rely on the category labels attached to the training documents
similar to the test document. These methods have thus been called lazy learn-
ers, since they defer the decision on how to generalize beyond the training data
until each new query instance is encountered. The most prominent example of
example-based classifier is KNN (K-Nearest-Neighbor).
For deciding whether d; € ¢;, k-NN looks at whether the & training documents
most similar to d; also are in ¢;; if the answer is positive for a large enough pro-
portion of them, a positive decision is taken, and a negative decision is taken
otherwise. Distance-weighted version of k-NN is a variation of K-NN such that
we weight the contribution of each neighbor by its similarity with the test docu-
ment. Classifying d; by means of k-NN thus comes down to computing
CSVi(dj)= Y Dis(dj,d;)-Ci(d,).
d:€Tri(d})
One interesting problem is how to pick the best value for k. Larkey and Croft
(1996) use k = 20, while Yang (2001) has found 30 < k < 45 to yield the best
effectiveness. Various experiments have shown that increasing the value of k does
not significantly degrade the performance.
Propositional Rules Learners — There is a family of algorithms that try to learn
the propositional definition of the category. One of the prominent examples of
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this family of algorithms is Ripper (Cohen, 1995a; Cohen, 1995b, Cohen and
Singer, 1996). Ripper learns rules that are disjunctions of conjunctions.

Support Vector Machines — The support vector machine (SVM) algorithm was
proven to be very fast and effective for text classification problems (Drucker
et al., 1999; Taira and Haruno, 1999; Joachims, 2000; Takamura and Matsumoto,
2001). SVMs were introduced by Vapnik in his work on structural risk minimiza-
tion (Vapnik, 1995).

A linear SVM is a hyperplane that separates with the maximum margin a set of
positive examples from a set of negative examples. The margin is the distance
from the hyperplane to the nearest example from the positive and negative sets.

Further Reading: Text Categorization

Sebastiani (2002) provides an excellent tutorial on text categorization.

Papers that discuss various algorithms to text categorization include (Apte et al.,
1994; Cavnar and Trenkle, 1994; Iwayama and Tokunaga, 1994; Lewis and
Ringuette, 1994; Yang and Chute, 1994; Cohen, 1995a; Goldberg, 1995; Co-
hen and Singer, 1996; Lam et al., 1997; Ruiz and Srinivasan, 1997; Attardi
et al., 1998; Dumais et al., 1998; Joachims, 1998; Kwok, 1998; Lam and Ho,
1998; Yavuz and Guvenir, 1998; Jo, 1999; Ruiz and Srinivasan, 1999; Taira and
Haruno, 1999; Weigend et al., 1999; Yang and Liu, 1999; Chen and Ho, 2000;
D’ Alessio et al., 2000; Frank et al., 2000; Junker et al., 2000; Ko and Seo, 2000;
Lewis, 2000; Siolas and d’ Alche-Buc, 2000; Bao et al., 2001; Ferilli et al., 2001;
Sable and Church, 2001; Soucy and Mineau, 2001; Tan, 2001; Vert, 2001; Yang,
2001; Zhang and Oles, 2001; Ko et al., 2002; Ko and Seo, 2002; Leopold and
Kindermann, 2002; Tan et al., 2002; Bigi, 2003; Zhang et al., 2003; Zhang and
Yang, 2003).

Approaches that combine several algorithms by using committees of algorithms
or by using boosting are described in (Larkey and Croft, 1996; Liere and Tade-
palli, 1997; Liere and Tadepalli, 1998; Forsyth, 1999; Ruiz and Srinivasan, 1999;
Schapire and Singer, 2000; Sebastiani et al., 2000; Al-Kofahi et al., 2001; Bao
et al.,2001; Lam and Lai, 2001; Taira and Haruno, 2001; Nardiello et al., 2003)
Approaches that integrate linguistic knowledge and background knowledge into
the categorization process can be found in ..(Jacobs 1992; Rodriguez, Gomez-
Hidalgo et al., 1997; Aizawa, 2001; Benkhalifa et al., 2001a; Benkhalifa ef al.,
2001b)

Applications of text categorization are described in (Hayes et al., 1988; Ittner
et al., 1995; Larkey, 1998; Lima et al., 1998; Attardi et al., 1999; Drucker et al.,
1999; Moens and Dumortier, 2000; Yang et al., 2000; Gentili et al., 2001; Krier
and Zacc‘a, 2002; Fall et al., 2003; Giorgetti and Sebastiani, 2003; Giorgetti and
Sebastiani, 2003)
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42.5.2 Probabilistic models for Information Extraction

Probabilistic models often show better accuracy and robustness against the noise
than categorical models. The ultimate reason for this is not quite clear, and can be an
excellent subject for a philosophical debate.

Nevertheless, several probabilistic models have turned out to be especially useful
for the different tasks in extracting meaning from natural language texts. Most promi-
nent among these probabilistic approaches are Hidden Markov Models (“HMMs”),
Stochastic Context-Free Grammars (“SCFG”), and Maximal Entropy (“ME”).

Hidden Markov Models

HMM is a finite state automaton with stochastic state transitions and symbol emis-
sions (Rabiner 1989). The automaton models a probabilistic generative process. In
this process a sequences of symbols is produced by starting in an initial state, tran-
sitioning to a new state, emitting a symbol selected by the state and repeating this
transition/emission cycle until a designated final state is reached.

Leek used the HMM for IE of gene names and location from scientific abstracts
(Leek, 1997). In his work, leek build a HMM that classifies and parses natural lan-
guage assertions about genes being located at a particular position on chromosomes.
The HMM was trained on a small set of sentences fragments chosen from the col-
lected scientific abstracts. Leek got precision of 80%. The HMM approach, in con-
trast with the traditional NLP methods, make no use of part-of-speech taggers or dic-
tionaries, just using non-emitting states to assemble modules roughly corresponding
to noun, verb and prepositional phrase.

The NYMBLE system, which was build for the MUC-6 task, (Bikel et al., 1997)
used the HMM approach for extracting names out of text. They created a HMM with
only eight internal states (the name classes, including the NOT-A-NAME class), with
two special state, the START-OF-SENTENCE and the END-OF-SENTENCE state.
They trained the model for extracting names in two languages — English and Spanish.
They results was the F-measure between 90% and 93%.

Another use of HMM for extracting the names of genes was done by Collier et al.
(2000). Their research was to automatically extract facts from scientific abstracts and
full papers in the molecular-biology domain. They trained the HMM entirely with
bigrams based on lexical and character features in a relatively small corpus of 100
MEDLINE abstracts that were marked up by domain experts with term classes such
as proteins and DNA. They get 0.73 f-score.

Seymore et al. (1999) explore the use of HMM models for IE tasks. They used
their model for extracting important fields from the headers of computer science re-
search papers. Their experiments show that HMM models do well at extracting im-
portant information from the headers of research papers. They achieved an accuracy
of 90.1% over all fields of the header, and 98.3% for titles and 93.2% for authors.
They found that the use of distantly-labeled data improved the results of the model
by 10.7% accuracy in extracting for headlines.
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The above are examples of the researches which has been done to implement the
HMM for IE tasks. The results we get for IE by using the HMM are good comparing
to other techniques but there are few problems in using HMM.

The main disadvantage of using an HMM for Information extraction is the need
for a large amount of training data the more training data we have the better results
we get. To build such training data it a time consuming task. We need to do lot of
manually tagging which must to be done by experts of the specific domain we are
working with.

The second one is that the HMM model is a flat model, so the most it can do
is assign a tag to each token in a sentence. This is suitable for the tasks where the
tagged sequences do not nest and where there are no explicit relations between the
sequences. Part-of-speech tagging and entity extraction belong to this category, and
indeed the HMM-based PoS taggers and entity extractors are state-of-the-art. Ex-
tracting relationships is different, because the tagged sequences can (and must) nest,
and there are relations between them which must be explicitly recognized.

Stochastic Context-Free Grammars

A stochastic context-free grammar (SCFG) (Lari and Young, 1990; Collins, 1996;
Kammeyer and Belew, 1996; Keller and Lutz, 1997a; Keller and Lutz, 1997b; Os-
borne and Briscoe, 1998) is a quintuple G = (T,N, S, R, P), where T is the alphabet
of terminal symbols (tokens), N is the set of nonterminals, S is the starting nonter-
minal, R is the set of rules, and P : R — [0..1] defines their probabilities. The rules
have the form n — s15>...s;, where n is a nonterminal and each s; either token or
another nonterminal. As can be seen, SCFG is a usual context-free grammar with the
addition of the P function.

Similarly to a canonical (non-stochastic) grammar, SCFG is said to generate (or
accept) a given string (sequence of tokens) if the string can be produced starting
from a sequence containing just the starting symbol S, and one by one expanding
nonterminals in the sequence using the rules from the grammar. The particular way
the string was generated can be naturally represented by a parse tree with the starting
symbol as a root, nonterminals as internal nodes and the tokens as leaves.

The semantics of the probability function P is straightforward. If r is the rule
n — s182...5y, then P(r) is the frequency of expanding n using this rule. Or, in
Bayesian terms, if it is known that a given sequence of tokens was generated by
expanding n, then P(r) is the apriori likelihood that n was expanded using the rule
r. Thus, it follows that for every nonterminal n the sum Y P(r) of probabilities of all
rules r headed by n must equal to one.

Maximal Entropy Modelling

Consider a random process of an unknown nature which produces a single output
value y, a member of a finite set Y of possible output values. The process of gener-
ating y may be influenced by some contextual information x, a member of the set X
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of possible contexts. The task is to construct a statistical model that accurately rep-
resents the behavior of the random process. Such a model is a method of estimating
the conditional probability of generating y given the context x.

Let P(x,y) be denoted as the unknown true joint probability distribution of the
random process, and p(y|x) the model we are trying to build, taken from the class
f of all possible models. In order to build the model we are given a set of training
samples, generated by observing the random process for some time. The training
data consists of a sequence of pairs (x;, y;) of different outputs produced in different
contexts.

In many interesting cases the set X is too large and underspecified to be directly
used. For instance, X may be the set of all dots “.” in all possible English texts. For
contrast, the Y may be extremely simple, while remaining interesting. In the above
case, the Y may contain just two outcomes: “SentenceEnd” and “NotSentenceEnd”.
The target model p(y|x) would in this case solve the problem of finding sentence
boundaries.

In cases like that it is impossible to directly use the context x to generate the
output y. However, there are usually many regularities and correlations, which can
be exploited. Different contexts are usually similar to each other in all manner of
ways, and similar contexts tend to produce similar output distributions (Berger et al.,
1996; Ratnaparkhim, 1996; Rosenfeld, 1997; McCallum et al., 2000; Hopkins and
Cui, 2004).

42.6 Hybrid Approaches - TEG

The knowledge engineering (mostly rule based) systems traditionally were the top
performers in most IE benchmarks, such as MUC (Chinchor et al., 1994), ACE
(ACE, 2002) and the KDD CUP (Yeh et al., 2002). Recently though, the machine
learning systems became state-of-the-art, especially for simpler tagging problems,
such as named entity recognition (Bikel, et al., 1999; Chieu and Ng, 2002), or field
extraction (McCallum et al., 2000).

Still, the knowledge engineering approach retains some of its advantages. It is
focused around manually writing patterns to extract the entities and relations. The
patterns are naturally accessible to human understanding, and can be improved in
a controllable way. Whereas, improving the results of a pure machine learning sys-
tem, would require providing it with additional training data. However, the impact of
adding more data soon becomes infinitesimal while the cost of manually annotating
the data grows linearly.

TEG (Rosenfeld et al., 2004) is a hybrid entities and relations extraction system,
which combines the power of knowledge-based and statistical machine learning ap-
proaches. The system is based upon SCFGs. The rules for the extraction grammar
are written manually, while the probabilities are trained from an annotated corpus.
The powerful disambiguation ability of PCFGs allows the knowledge engineer to
write very simple and naive rules while retaining their power, thus greatly reducing
the required labor.
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In addition, the size of the needed training data is considerably smaller than the
size of the training data needed for pure machine learning system (for achieving
comparable accuracy results). Furthermore, the tasks of rule writing and corpus an-
notation can be balanced against each other.

Although the formalisms based upon probabilistic finite-state automata are quite
successful for entity extraction, they have shortcomings, which make them harder to
use for the more difficult task of extracting relationships.

One problem is that a finite-state automaton model is flat, so its natural task is
assignment of a tag (state label) to each token in a sequence. This is suitable for
the tasks where the tagged sequences do not nest and where there are no explicit
relations between the sequences. Part-of-speech tagging and entity extraction tasks
belong to this category, and indeed the HMM-based PoS taggers and entity extractors
are state-of-the-art.

Extracting relationships is different in that the tagged sequences can and must
nest, and there are relations between them, which must be explicitly recognized.
While it is possible to use nested automata to cope with this problem, we felt that
using more general context-free grammar formalism would allow for a greater gen-
erality and extendibility without incurring any significant performance loss.

42.7 Text Mining — Visualization and Analytics

One of the crucial needs in text mining process is the ability enables the user to vi-
sualize relationships between entities that were extracted from the documents. This
type of interactive exploration enables one to identify new types of entities and re-
lationships that can be extracted and, better explore the results of the information
extraction phase. There are tools that can do the analytic and visualization task, the
first is Clear Research (Aumann et al., 1999; Feldmanet al., 2001; Feldman et al.,
2002).

42.7.1 Clear Research

Clear Research has five different visualization tools to analyze the entities and rela-
tionships. The following subsections present each one of them.

Category Connection Map

Category Connection Maps provide a means for concise visual representation of
connections between different categories, e.g. between companies and technologies,
countries and people, or drugs and diseases. The system finds all the connections
between the terms in the different categories. To visualize the output, all the terms in
the chosen categories are depicted on a circle, with each category placed on a sepa-
rate part on the circle. A line is depicted between terms of different categories which
are related. A color coding scheme represents stronger links with darker colors. An
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example of a Category Connection Map is presented in Figure 42.4. In this chap-
ter we used a text collection (1354 documents) from yahoo-news about Bin Laden
organization. In Figure 42.4 we can see the connection between Persons and Organi-
zations.

& Person

Pervez Musharraf

Donald Rumsfeld
Robart Muzler

Abdul Salam Zaeel
John Ashcroft

Ari Fleischer
Mullah Mohammed Omar

Osama bin Laden
Organization

\Northern Alliance

reasury Deparment

{“State Department

CIA

White House
Al Qaeda

Pentagon

" Taliban

Fig. 42.4. Category map — connections between Persons and Organizations

Relationship Maps

Relationship maps provide a visual means for concise representation of the relation-
ship between many terms in a given context. In order to define a relationship map the
user defines:

e A taxonomy category (e.g. “companies”), which determines the nodes of the
circle graph (e.g. companies)

e An optional context node (e.g. “joint venture”): which will determine the type of
connection we wish to find among the graph nodes.

In Figure 42.5 we can see an example of relations map between Persons. The graph
gives the user a summary of the entire collection in one view. The user can appreciate
the overall structure of the connections between persons in this context, even before
reading a single document!
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Fig. 42.5. Relationship map- relations between Persons

Spring Graph

A spring graph is a 2D graph where the distance between 2 elements should reflect
the strength of the relationships between the elements. The stronger the relationship
the closer the two elements should be. An example of a spring graph is shown in
Figure 42.6. The graph represents the relationships between the people in a document
collection. We can see that Osama Bin Laden is at the center connected to many of
the other key players related to the tragic events.

Link Analysis

This query enables users to find interesting but previously unknown implicit infor-
mation within the data. The Links Analysis query automatically organizes links (as-
sociations) between entities that are not present in individual documents. The results
of a link analysis query can give new insight into the data and interprets the relevant
interconnections between entities.

The Links Analysis query results graphically illustrate the links that indicate the
associations among the selected entities. The results screen arranges the source and
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destination nodes at opposite ends and places the connecting nodes between them
enabling users to follow the path that links the nodes together. The Links Analysis
query is useful to users that require a graphical analysis that charts the interconnec-
tions among entities through implicit channels.

The Link Analysis query implicitly illustrates inter-relationships between enti-
ties. Users define the query criterion by defining the: source, destination and con-
nection through entities. In this manner - the results, if any relations are found, will
display the defined entities and the paths that show how they connect to one another,
e.g. through third party or more entities.

In Figure 42.7 we can see a link analysis query about relation between Osama
Bin Laden and John Paul II. We can see that there is no direct connection between
the two but we can find indirect connection between them.

For more information regarding Link Analysis please refer to Chapter 17.5 in
this volume.
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Fig. 42.7. Link Analysis — relations between Bin Laden and John Paul II.

42.7.2 Other Visualization and Analytical Approaches

The BioTeKS is an IBM prototype system for text analysis, search, and text-mining
methods to support problem solving in life science, which was build by several
groups in the IBM Research Division. The system is called “BioTeKS” (“Biological
Text Knowledge Services”), and it integrates research technologies from multiple
IBM Research labs (Mack et al., 2004)

The SPIRE text visualization system, which images information from free text
documents as natural terrains, serves as an example of the “ecological approach” in
its visual metaphor, its text analysis, and its specializing procedures (Wise, 1999).

The ThemeRiver visualization depicts thematic variations over time within a
large collection of documents. The thematic changes are shown in the context of a
time line and corresponding external events. The focus on temporal thematic change
within a context framework allows a user to discern patterns that suggest relation-
ships or trends. For example, the sudden change of thematic strength following an
external event may indicate a causal relationship. Such patterns are not readily ac-
cessible in other visualizations of the data (Havre ez al., 2002).

An approach for visualization technique of association rules is described in the
following article (Wong et al., 1999). We can find a technique for visualizing Se-
quential Patterns was describe in the work done by the Pacific Northwest National
Laboratory (Wong et al., 2000).
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